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ABSTRACT

Wepresent a demonstration of a human perception-enhanced

camera system for web conferencing that protects the user’s

privacy. Given that people easily forget about their active

camera during web conferences, the system advertises the

camera’s active status via its motions to remind users that

they are being watched by others. This prevents inadvertent

privacy leakage. The system is developed based on a mo-

torized camera, which moves according to the user’s head

coordinates just like an eye is looking at the user’s face in

front of the desk rather than remotely or virtually. The basic

idea is to exploit the original human body sense of environ-

mental motions for human-camera interaction, which does

not require looking straight at the camera or its LED light

to actively check its status. In this demonstration, we show-

case our implementation of the human perception-enhanced

camera system and invite participants to use the system for

web conferences (e.g., Zoom and Google Hangout), which

illustrates the system’s ability to extend the virtual social in-

teraction to the physical world and the effectiveness of using

the camera motion as a non-intrusive awareness indicator.
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1 INTRODUCTION

Web conferencing is an online technology that allows users

in different locations to hold face-to-face meetings virtually.

A user is able to cast live video to other participants using

diverse web conferencing Apps such as Zoom, Google Hang-

outs andMicrosoft Teams, which greatly shorten the distance

between physically separated people. These Apps have seen

a giant surge of subscribers especially during the Covid-19

pandemic [6]. However, during web conferences, people are
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Figure 1: The workflow of the proposed camera system.

found to easily neglect that the camera is turned on because

it is difficult for such virtual interactions to present real in-

person meeting feelings. The user’s focus may be dominated

by presentation slides or distracted by other incidents, such

as a phone call, an email and a visitor. Forgetting an active

camera can lead to severe privacy issues and many embar-

rassing movements (e.g., zoom fails).

The most widely used camera indicator is the LED light

on the camera, which signals when the camera is on or off.

However, the user must actively look at the LED light to

check the camera, which requires high user effort and it is

hard to remind the user in time for many scenarios. More-

over, such a constant light signal is not so effective to arouse

the user’s attention, as humans are less sensitive to the un-

changed settings [8]. Besides light indicators, current web

conference software also uses notifications, indicator icons

and the user’s own video displayed on the screen to reminder

the user of a working camera. But these methods all need the

user to take the initiative for web camera privacy protection.

To solve the web camera awareness challenge, we propose

to exploit the inherent human body sense of environmental

motions, which originates from the prehistoric man’s vig-

ilance of potential large predators in the surrounding [10].

Specifically, we use a motorized camera to imitate a live eye

and convey the “in-person” meeting feeling to the user. The

camera broadcasts its active status, and the user passively

receive the signal through the peripheral vision, hearing and

the skin hair. Prior works have studied the effectiveness of

varying and static stimuli and the advantage of using mo-

tions over luminance and colors for capturing human atten-

tion [4, 5, 11]. This work will, for the first time, demonstrate

the use of such concepts in the human-camera interaction

for protecting the user’s web camera privacy.

The workflow of our system is shown in Figure 1, which

works with current web conferencing Apps on laptops or
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desktops. The camera system creates two loops: 1) The reg-

ular camera data input to the Apps are used for tracking

the user’s face and estimating the head coordinate, which

controls the actuators to move the camera like a person is

looking at the user’s face in the talk. Data adjustment is

performed in the loop to coordinate the face tracking and

actuator response. 2) The motions of the camera is perceived

by the user passively, who consistently realizes the camera

status and behaves in the camera like in a real face-to-face

meeting. In this demonstration, we showcase the proposed

camera system in a web-conference session and invite partic-

ipants to experience this web camera awareness technique

and compare it with four types of existing camera indicators.

2 SYSTEM DESIGN

The proposed system is designed to take regular video inputs

for processing and feedback camera motions to let users con-

sistently realize that they are being watched in the meeting.

Moreover, we track the user’s face during web conferences

to allow the user to stay centered in the camera. The system

design mainly consists of two components.

FaceTrackingmodule:Thismodule processes each video

frame to detect faces in real time and track the face of the

nearest user, if there are more than one users in the cam-

era. After testing three face detection methods regarding

the frame rate, memory consumption, latency, accuracy and

hardware limitations, we use theHistograms of Gradients(HOG)

over the other two methods, Haar cascade filters and Convo-

lutional Neural Networks(CNN)[3, 7, 9]. Moreover, we use

OpenCV libraries with our pre-trained model to generate

a rectangle that bounds the user’s face. The rectangle with

the highest area is selected, and its center is calculated as

(xf ace ,yf ace ). This is taken as the current coordinate of the
face in the frame at time t and compared with the frame
center (xf rame ,yf rame ). Based on the deviation of the face

center from the frame center, we calculate the motor angles

for the activator response.

Activator Module:We use the pan-tilt servo motors to

enable the camera to rotate both horizontally and vertically

according to the user’s face movements. We apply a Propor-

tional Integral Derivative (PID) control loop for generating

the panning and tilting rotations based on the face tracking

results [2]. The aim is to adjust the camera’s focus back to

the center of the user’s face. The PID controller calculates the

difference between the video frame center and the current

face center in the frame as an error term and consistently

compensates for the error. 2 independent processes with

their own PID controller calculate pan and tilt angles for the

servo motors to rotate to. Additionally, we adjust the propor-

tional gain, the integral gain and the derivative gain of the

PID controller based on five users’ experience to smooth the

camera motions and reduce the intrusiveness.
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Figure 2: The implemented system in a web conference.

3 DEMONSTRATION

We implement the proposed motorized camera system on a

Raspberry Pi with a regular RGB camera and pan-tilt servo

motors as shown in Figure 2. Specifically, we use the Ard-

ucam for the Raspberry Pi to capture the user’s face with

a resolution of 5mp [1]. We use the Raspberry Pi 3 model

with 64 Gb of memory to process video frames in real time. A

separate PID process runs simultaneously with the video pro-

cessing in the Raspberry Pi. Two servo motors are interfaced

with the Raspberry Pi to rotate the camera for motion-based

response. Furthermore, to reduce the security concern that

giving more freedom to the camera may potentially expose

unwanted areas of the user’s environment, we constrained

each servo’s rotation within a narrow angle (e.g., between

-25°to 25°). If the user moves out of this range, the camera

system will be temporarily shut down.

For the demonstration, we use the above prototype to

present the experimental validation of the proposed sys-

tem that exploits human’s peripheral nerves to improve the

user’s awareness of a working web camera. We show that

motion can be a better way of making the user perceive the

active status of the camera and that a motorized camera can

achieve the goal when it is integrated with the face tracking

technique for unobtrusive human-camera interaction. Partic-

ipants can join our mimic Google Hangout meeting session

and observe this novel motion-based camera indicator with

their peripheral vision, hearing and even the body skin hair.

They can experience passively receiving the indicator signals

while focusing on a primary task on the screen without di-

rectly looking at the camera, which extends the virtual social

interaction to the physical world. For comparison, four cur-

rent camera indicators will also be presented, including the

LED light indicator, system notification messages, software

indicator icons and the user’s own video displayed on the

screen. Participants are able to experience the differences of

these methods and choose which they prefer.
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